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Education
NATiONAL INSTiTUTE OF TECHOLOGY, ROURKELA ‑ 5 YEAR B.TECH +M.TECH DUAL DEGREE July 2013 ‑ June 2018
Master of Technology in Electronics and Communication Engineering ‑ CGPA 8.73/10
Bachelor of Technology in Electronics and Communication Engineering ‑ CGPA 8.35/10

Experience
AICROWD ‑ MACHiNE LEARNiNG ENGiNEER January 2021 ‑ Present
• AIcrowdResearch ‑ Contributed to nearly all aspects related to appliedmachine learning in research projects with both industry and academic
collaborators. Performed literature survey to assess benchmarks for challenges on AIcrowd. Managed two full‑time employees and three in‑
terns. Here are some details of notable research projects:

– MABe Supervised Learning ‑ MABe is a project on classifying Multi‑Agent Behaviors using deep learning. I designed and ran LSTM and
1D CNN experiments extensively used in the paper. Also investigated In collaboration with Northwestern University and Caltech.

– MABe Unsupervised Learning ‑ Further extended MABe to use unsupervised learning (contrastive learning andmasked prediction).
– RogRL ‑ Designed a reinforcement learning environment and performed extensive experiments to investigate the usage of deep learning

for vaccination strategies. In collaboration with EPFL Switzerland.
– Flatland ‑ Flatland is a reinforcement learning environment designed for multi‑agent reinforcement learning on trains. I made major

design decisions for updates made to Flatland for new functionality and improved API.
• OrganizingCompetitions ‑ Responsible for consultation, formulation, setting up, testing,management, and post‑competition reviews formul‑
tiple research competitions based on deep learning and reinforcement learning. Notable ones being Interactive Grounded Language Under‑
standing (IGLU), Citylearn, Multi Agent Behavior Challenge (MABe), Flatland 3, Nethack, Deepracer, Data Purchasing Challenge, among others.
Also wrote competition proposals for NeurIPS 2021 and 2022.

• AIcrowd evaluation infrastructure ‑ Tested and contributed to AIcrowd’s evaluation infrastructure, which is used for a diverse set of ML com‑
petitions. Setup a generalized tournament orchestration library, to be used for multi‑agent game‑based competitions.

• Snail Classificationweb app ‑ Supervised and contributed to the development of a snail classifier web app in collaboration withWorld Health
Organization. Field workers and doctors use the web app to identify poisonous snails.

INTEL ‑ MACHiNE LEARNiNG ENGiNEER July 2018 ‑ January 2021
• Defect Detectionwith unsupervised learning ‑ Contributed to the development of a solution for defect detection on small automobile parts,
with deep unsupervised learning based on aCNNAutoencoder. Themodel learns to reconstruct only goodparts andpoorly reconstructed parts
are marked as defective.

• 3D Defect Detection with robotic manipulator ‑ The autoencoder‑based solution is limited to parts with only one surface. To extend the
solution to complex 3D parts such as motorbike fuel tanks, a robotic manipulator maps the surface of the part as with multiple ML solutions
working in conjuction for 3D defect detection. The system was eventually deployed at a fuel tank factory.

• Design of Graph Neural Net hardware accelerator ‑ Surveyed current literature for Graph Neural Network (GNN) algorithms and accelerator
designs. Worked on initial design stages of hardware for highly sparse matrix operations for GNNs.

INTEL ‑ INTERN December 2017 ‑ June 2018
• CNN optimization and implementation on FPGA ‑ Trained and pruned CNN for high speed optical character recognition while maintaining
performance. Implemented custom8bit layers in SystemVerilog for significant compute savings. Contributed toOpenCL FPGA implementation
of CNN. Contributed to real world demo presented integrating FPGA, camera and a miniaturized conveyer belt.

TEACHiNG
• Teaching Assistant ‑ Signals and Networks – Image Processing and Computer Vision Laboratory – Circuit Simulation Laboratory
• Underwater Robotics Workshop ‑ Organized, prepared teaching material, and taught a group of 30 students on underwater robotics
• C.R.E.A.T.E ‑ Taught and organized basic robotics and embedded systems to freshers as part of robotics and automation society

Projects
THESiS ‑ INERTiAL AND ViSUAL NAViGATiON SYSTEMS FOR AUTONOMOUS VEHiCLES May 2017 ‑ June 2018
Supervised by Dr. Siddharth Deshmukh, Dr. Sarat Kumar Patra, and Mr. Srajudheen Makkadayil
• Implemented an inertial navigation system(INS) on a mobile robot, collected INS data and ground truth with encoder and magnetometer.
• Fitted a neural network to augment the sensor fusion for INS. This was combined with a redundant IMU unit for noise filtering.
• Worked on a visual mapping system to further augment the the navigation system. The entire system was integrated on an FPGA platform.

TiBURON ‑ AUTONOMOUS UNDERWATER VEHiCLE March 2015 ‑ May 2018
Supervised by Dr. Haraprasad Roy
• Vice Captain ‑ Led the team at one domestic and one international competition and achieved top ranks in both.
• Computer Vision and Sensor Fusion ‑ Developed the computer vision subsystem from scratch. This was especially challenging due to the
inability to use GPS underwater. The system did not use deep learning due to compute constraints at the time.

• Control Systems ‑ Contributed the design and implementation of the control system based on combining multi‑rotor outputs in 3D space.
• Electronics Subsystem ‑ Designed, fabricated, and integrated the entire electronics stack for the first vehicle.
• Foundingmember ‑ As one of the first members of the team and I was involved in the development of the entire vehicle from scratch.
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Achievements
Currently I’m a Kaggle Competitions Master

2023 3rd/812 teams, Kaggle: IceCube Neutrinos in Deep Ice ‑ Also awarded one of five best write‑ups
2020 3rd/736 participants, NeurIPS 2020: Procgen Competition ‑ Deep Reinforcement Learning

2019‑20 2 Silver Medals in competitions, Kaggle ‑ Severstal Steel Defect Detection— Bengali AI Grapheme Identification
2018 2nd/46 International Teams, Singapore Autonomous Underwater Vehicle Challenge — First Indian team to win in top 3

2015‑16 1st Position inmultiple competitions, Won three robotics competitions at premier institutions in the country

Machine Learning Competitions
I put significant effortwhenparticipating in competitions, always learning somethingnew, and sometimeswinning.

KAGGLE ‑ ICECUBE NEUTRiNOS iN DEEP ICE ‑ 3RD POSiTiON ‑ SOLO GOLD WiNNER 2023
Used a custom transformer‑based model, with a heavily optimized training pipeline written completely from scratch. Designed multiple training
objectives and ensembled transformer predicitions using XGBoost, mixing deep learning with decision trees, which is uncommon.
AICROWD ‑ NEURIPS 2020 ‑ PROCGEN COMPETiTiON ‑ 3RD POSiTiON 2020
Developed a custom variant of the deep reinforcement learning algorithm PPO with a replay buffer. Eventually adapted my changes with
another algorithm from OpenAI (Phasic Policy Gradient), which was released on the samemonth as the competition.
KAGGLE ‑ BENGALi AI GRAPHEME IDENTiFiCATiON ‑ SiLVER MEDAL 2020
Used domain knowledge to develop a custom rule based augmentation system for Bengali Grapheme generation.
KAGGLE ‑ SEVERSTAL STEEL DEFECT DETECTiON ‑ SiLVER MEDAL 2019
Adapted state‑of‑the‑art instance segmentation algorithms for the competition. Also developed a custom loss for the noisy data of steel defects.

Contributions
CLEANRL ‑ CONTRiBUTED PHASiC POLiCY GRADiENT (PPG) iMPLEMENTATiON May 2022
Contributed the Phasic Policy Gradient algorithm to CleanRL, which is a popular reinforcement learning library. Matched the specific
implementation details from the original algorithm by OpenAI, not mentioned in the paper, but affects performance significantly.
FLATLAND ‑ DESiGNED iNTERNAL STATE MACHiNE May‑July 2021
Designed a new state machine to standardize the internal flow of Flatland, which was originally a lot of patched up conditions. The aim was to
provide cleaner interface to researchers and participants as understanding the internals of the environment is often necessary.

Computer Skills
Languages • Python Libraries • Pytorch • Tensorflow • OpenCV • Pandas Software • Docker • Kubernetes
Strengths • Computer Vision • Pipeline Optimization • Data Analysis • Automation • Deep learning fundamentals
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